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Introduction

• Multi-Turn Response Selection

The task is to select the best-matched response 
from a set of candidates given the context of a 
conversation.

Context
Utterance 1 Human: How are you doing?

Utterance 2 ChatBot: I am going to hold a drum class in Shanghai. Anyone wants to join?

Utterance 3 Human: Interesting! Do you have coaches who can help me practice drum?

Utterance 4 ChatBot: Of course.

Utterance 5 Human: Can I have a free first lesson?

Response Candidates
Response 1 Sure. Have you ever played drum before?         (Correct)

Response 2 What lessons do you want?                                  (Wrong)



Task and Notation Definition

Data: (context, response, label) triple as
Context:
Response:
Label: 
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Interactive Matching Network 

Three issues that IMN is designed to address:
1) The challenge of out-of-vocabulary (OOV) words.
2) Hierarchical information when encoding the sentences.
3) Interactions between the context and response.



Word Representation Layer: 
We construct word representations with a combination of 
1) general pre-trained word embedding
2) embedding estimated on the task-specific training set
3) character-level embeddings
The k-th utterance and the response are denoted as

and                                 respectively. 
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Interactive Matching Network 

Sentence Encoding Layer: 
An attentive hierarchical recurrent encoder (AHRE) is designed to 
aggregate the representations at all hidden layers.
M-layer RNNs output a set of representations                             and 

, and then aggregate them with attention mechanism.



Matching Layer: 
Previous work matches in a local utterance-response way.
IMN matches in a global and bidirectional context-response way.
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Matching Layer: 
Concatenate all utterances                   to obtain the context             .
For the response,

Similar operations are performed for the context in reverse.

Interactive Matching Network 



Matching Layer: 
To further enhance the collected information.

Finally, the concatenated context need to be converted
to separate utterances                           .
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Aggregation Layer: 
To convert the matching matrices of separated utterances and 
responses into a final matching vector.
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Aggregation Layer: 
Composing the enhanced local matching information
and                with a BiLSTM, and a combination of max pooling and 
last hidden state pooling to obtain a set of utterance embeddings

and the response embeddings .
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Aggregation Layer: 
The set of utterance embeddings is fed into 
another BiLSTM in chronological order followed by another pooling
operation to obtain the aggregated context embeddings .

The final matching feature vector is                                        .
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Prediction Layer: 
A multi-layer perceptron (MLP) classifier to return a score denoting 
the matching degree.

Interactive Matching Network 



Experiments

• Datasets
• Overall Performance
• Analysis



Experiments

• Datasets
Datasets Train Valid Test

Ubuntu V1

pairs 1M 0.5M 0.5M

positive : negative 1:1 1:9 1:9

positive/context 1 1 1

Ubuntu V2

pairs 1M 195k 189k

positive : negative 1:1 1:9 1:9

positive/context 1 1 1

Douban

pairs 1M 50k 10k

positive : negative 1:1 1:1 1:9

positive/context 1 1 1.18

E-commerce

pairs 1M 10k 10k

positive : negative 1:1 1:1 1:9

positive/context 1 1 1



Experiments

• Overall Performance 

IMN outperforms all other models by a large margin, which shows its 
effectiveness.
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Experiments

• Ablation Study
. 

Ablation tests on the Ubuntu V2 dataset.



Experiments

• AHRE
. 

The AHRE proposed in this paper can be considered as a 
generalized recurrent encoder that degenerates into a single-layer 
RNN when the number of layers in the AHRE is set to 1.



Experiments

• AHRE
. 

The softmax-normalized weights of every layer in the AHRE are 
listed in Table, which indicates that each layer of the multi-layer 
RNNs contributes to the sentence embeddings.
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The attention-based 
matching is able to 
capture some 
matching information 
from the other.
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Conclusion

• The representations of the context and response at both the 
word-level and sentence-level are important for the down-
stream matching task. 

• Bidirectional and global context-response interactions can help
capture the matching information from each other.



Thanks!
Source code
https://github.com/JasonForJoy/IMN
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