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Introduction

• Multi-Turn Response Selection

The task is to select the best-matched response from a set of 
candidates given the context of a conversation.

Context

Utterance 1 Human: How are you doing?

Utterance 2 ChatBot: I am going to hold a drum class in Shanghai. Anyone wants to join?

Utterance 3 Human: Interesting! Do you have coaches who can help me practice drum?

Utterance 4 ChatBot: Of course.

Utterance 5 Human: Can I have a free first lesson?

Response Candidates

Response 1 Sure. Have you ever played drum before?         (Correct)

Response 2 What lessons do you want?                                  (Wrong)
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Speaker-Aware BERT

Three issues in present pre-trained language models (PLMs) for 
dialogue:

• Unable to model the speaker change in turn as a conversation 
progresses.

• Unable to process disentangled conversations with multiple speakers.

• Lack specific in-domain knowledge.
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Speaker-Aware BERT

Two strategies to model the speaker change information:

• Add the speaker embeddings to the token representation.

• Add the special segmentation tokens between the context utterances.

6



Speaker-Aware BERT

A heuristic speaker-aware strategy to disentangle the dialogue:

• Define spoken-from speaker who is uttering an utterance

• Define spoken-to speaker who is receiving an utterance

• Select the utterances which have the same spoken-from or spoken-to 
speaker as the spoken-from speaker of the response

• The selected utterances are assigned with the spoken-from or 
spoken-to speaker embeddings respectively.
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Speaker-Aware BERT

Domain adaptation to incorporate in-domain knowledge into PLMs:

• Employ the training set of each dataset for domain adaptation 
without additional external knowledge.

• Continue post-training with: (1) a next sentence prediction (NSP) loss, 
and (2) a masked language model (MLM) loss.
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Experiments

• Datasets 
Datasets Train Valid Test

Ubuntu V1
pairs 1M 0.5M 0.5M

positive : negative 1:1 1:9 1:9

Ubuntu V2
pairs 1M 195k 189k

positive : negative 1:1 1:9 1:9

Douban
pairs 1M 50k 10k

positive : negative 1:1 1:1 1:9

E-commerce
pairs 1M 10k 10k

positive : negative 1:1 1:1 1:9

DSTC8
pairs 11M 1M 1M

positive : negative 1: 99 1: 99 1: 99 10



Experiments

• Overall Performance

SA-BERT achieves new state-of-the-art performances on five public datasets. 11
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Experiments

• Overall Performance

SA-BERT achieves new state-of-the-art performances on five public datasets.

Ablation tests by ablating the speaker-aware disentanglement strategy (SDS).
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Experiments

• Analysis 

Ablation tests on the Ubuntu V2 dataset by ablating the speaker embeddings.
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Experiments

• Analysis 

Results on the test set of Ubuntu V2 dataset, by domain adaptation with different 
corpora and fine-tuning all on the training set of Ubuntu V2 dataset.

The more similar to the task this adaptation corpus is, the more improvement it can 
help to achieve.
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Conclusion

• Speaker change is an important and intrinsic property of multi-turn 
dialogues, which should be modeled in PLMs.

• In addition to general knowledge, specific in-domain knowledge is 
also important for response selection in retrieval-based chatbots.
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Thanks!
Code and Model: https://github.com/JasonForJoy/SA-BERT
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