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Introduction

• Knowledge-Grounded Response Selection

The task is to select the best-matched 
response from a set of candidates given 
the context of a conversation and the 
background knowledge.
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Filtering before Iteratively Referring (FIRE)

Two issues that FIRE is designed to address:

• Ground a conversation on the background knowledge from a global
view and select relevant knowledge entries.

• Match response candidates with both context and knowledge 
simultaneously and deeply.
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Filtering before Iteratively Referring (FIRE)

A context filter is designed to collect the global matching information 
between context and knowledge to derive the knowledge-aware 
context representations.
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Filtering before Iteratively Referring (FIRE)

A knowledge filter is designed to collect the global matching 
information between context and knowledge to derive the context-
aware knowledge representations.
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Filtering before Iteratively Referring (FIRE)

Additionally, the knowledge filter discards irrelevant entries, by 
calculating the similarity between each entry and the whole context, 
considering the knowledge entries are independent of each other. 
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Filtering before Iteratively Referring (FIRE)

An iteratively referring network is designed to capture the deep 
matching information.

Referring 1

9



Filtering before Iteratively Referring (FIRE)

The outputs of the l-th iteration are the inputs of the (l+1)-th iteration.

Referring 2
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Filtering before Iteratively Referring (FIRE)

Accumulating all these iterations can help to derive the deep and 
comprehensive matching features for response selection
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Experiments

• Datasets 

• Metrics
The recall of true positive replies by selecting k best-matched response from 
available candidates for the given context and knowledge, denoted as R@k.

Datasets # candidates Train Valid Test

Persona-Chat 20 65719 7801 7512

CMU_DoG 20 36159 2425 6637
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Experiments

• Overall Performance

FIRE achieves new state-of-the-art performances.
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Experiments

• Ablation
• Remove iteratively referring by setting the number

of iterations L to one.

• Remove the two filters.
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Experiments

• Operation Order
• For single context-response matching, fusion after

matching and filtering before matching can both 

improve the performance of response selection 

after introducing knowledge.

• Filtering before matching outperformed fusion 

after matching.

• The same conclusion for knowledge-response 

matching after introducing context.
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Experiments

• Case Study

Utterance-entry similarity.
U2 and U4 obtained large 
attention weights with E2
and E4 respectively.

Aggregated conversation-
entry similarity.
Irrelevant entries E1 and 
E3 obtained small 
similarity scores with the 
conversation.
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Experiments

• Knowledge Selection
• When γ = 0, no knowledge entries were

filtered out. 

• The performance was improved when 

increasing γ at the beginning, which 

indicates that filtering out irrelevant 

entries indeed helped. 

• The performance started to drop when 

γ was too large since some indeed 

relevant entries may be filtered out 

by mistake. 
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Experiments

• Iteratively Referring
• Three iterations led to the best 

performance on datasets.
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Experiments

• Complexity
• It takes FIRE 109.5s and DIM 160.4s to finish the inference over the validation 

set of PERSONA-CHAT using a GeForce GTX 1080 Ti GPU, which shows that 
FIRE is more time-efficient. 

• The reason is that we design a lighter aggregation method in FIRE.
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Conclusion

• Grounding a conversation on its background knowledge and selecting 
relevant knowledge entries are important steps for knowledge-
grounded dialogues.

• Designing deep matching models for response and given context and 
knowledge is useful for selecting an appropriate response.
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Thanks!
Code: https://github.com/JasonForJoy/FIRE

Jia-Chen Gu Quan Liu Zhen-Hua Ling Xiaodan ZhuZhigang Chen 
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