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Introduction
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Utterances in a two-party Utterances in a multi-party
conversation are posted conversation can be spoken
one by one between two by anyone and address
interlocutors, constituting a anyone else, constituting a
sequential information flow. graphical information flow.

. . Interlocutors : Utterances



Related Work

* Model a conversation with a homogeneous graph, where nodes
represented only utterances while interlocutors are ignored.

* The same model structure and parameters are employed for both the
forward and backward flows of a bidirectional message passing algorithm,
which cannot distinguish the “reply" or “replied-by" relations between two
connected utterance nodes.

* Information flows along both directions are independently propagated, so
that a graph node cannot be jointly updated at a single propagation step.
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Overview

e Utterances and interlocutors are considered as two types of nodes
under a unified heterogeneous graph, to explicitly model the
complicated interactions between interlocutors, between utterances,
and between an interlocutor and an utterance.



Graph Construction

e M utterances and [ interlocutors = a heterogeneous graph G(V, E)

e V:asetof M+ I nodes, each denoting an utterance or an interlocutor

*E={e, }, -1 asetof directed edges, each edge e, , describing the

connection from node p to node g

* Six types of meta relations: {reply, replied-by,
speak, spoken-by, address, addressed-by} to
describe directed edges between two nodes
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: Interlocutor

: Utterance

: Replied-by

: Reply

: Speak

: Spoken-by

: Addressed-by
: Address




Node Initialization

e Each utterance is encoded

4

4

individually by stacked
Transformer encoder layers

Transformer

: Interlocutor

@ :Interlocutor node —» :

: Speak

i

* Each interlocutor is directly

represented by looking up
an order-based interlocutor
embedding table

(a) Update of an utterance node

R Replied-by —— : Addressed-by () : Product
— : Utterance sequence (© : Utterance node __ _, :Reply : Spoken-by » : Address b : Add 9,
|
} (d
L X v ’—»éoj r-éﬁ ’—hédj ’—véyj | ’—hédj ~
I
ﬁ Wi ‘ W”‘ ﬁn . |W ‘;}f‘, N |F| W || W | ﬁu-’n‘.j,[ h‘ |u;”:fm. | \|W' ||;1 an h‘W A7 HW”“ h .
T f T
[ L 1 ‘ L I
Q K v v K K Vv o
| ”/;TR | ‘ H/;'IR H H/E‘H\' ‘ | UTR “ H/H'N | | HJ}J’R || ”/HR | ‘ HHR H HR | | H/EIR || fH{ | ‘ EH{ H WI'[R | | H/HR |
g 1 L g f t .t
4 4 'y Iy Iy
T — T ‘ =l —
Iy i A }
Order-Based Order-Based Order-Based
Ly X| Transformer ‘ Transformer ‘ Transformer | Embedding Table Embedding Table }‘ Transformer | Transformer ‘ Embedding Table
L) [y T L)
I
I
710 J
N | Y
Target node Source nodes | Source nodes Target node
I
1

(b) Update of an interlocutor node



Node Updating
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* Message passing

N 1%
(‘3) h, W ( } +b‘r(s)

(s, e, t) denotes (source, edge, target)
( ) — ( )WMKSG’

t(s), t(t) € {utterance, interlocutor}



Node Updating

* Aggregation
Z softmax(

hi

w'(s,e, t))v (s),
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 Specifically, the context information in an utterance node is shared
with other tokens in the utterance through another round of
Transformer layer intra-utterance self-attention.
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Decoder

e Standard implementation of Transformer decoder

* A cross-attention operation over the node
representations of the graph encoder output is
performed to incorporate graph information

Node
Representations

Add & Norm

Output
Probabilities

-

Feed Forward

Add & Norm

Cross Attention

{ Graph Encoder ]

Add & Norm

Masked
Self Attention

f

Input: Context

Output: Response

L3 x
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Setup

* Dataset
Ubuntu IRC benchmark released by Hu et al., 2019

e Baselines
RNN-based Seg2Seq, Transformer, GPT-2, BERT, GSN and BART

* Metrics
Automated: BLEU1 to BLEU-4, METEOR and ROUGEL
Human: relevance, fluency and informativeness



Results

 BERT or BART was selected to initialize the utterance encoder layers

of Hete

rMPC

W BLEU-1 BLEU-2 BLEU-3 BLEU-4 METEOR ROUGE[
Models

Seq2Seq (LSTM) (Sutskever et al., 2014) 7.71 2.46 1.12 0.64 3.33 8.68
Transformer (Vaswani et al., 2017) 7.89 2.75 1.34 0.74 3.81 9.20
GSN (Hu et al., 2019b) 10.23 3.57 1.70 0.97 4.10 9.91
GPT-2 (Radford et al., 2019) 10.37 3.60 1.66 0.93 4.01 9.53
BERT (Devlin et al., 2019) 10.90 3.85 1.69 0.89 4.18 9.80
HeterMPCpgrgr 12.61 4.55 2.25 141 4.79 11.20
HeterMPCpgggr w/0. node types 11.76 4.09 1.87 1.12 4.50 10.73
HeterMPCprrr w/o. edge types 12.02 4.27 2.10 1.30 4.74 10.92
HeterMPCpgggr w/0. node and edge types 11.60 3.98 1.90 1.18 4.20 10.63
HeterMPCpggrr w/o. interlocutor nodes 11.80 3.96 1.75 1.00 4.31 10.53
BART (Lewis et al., 2020) 11.25 4.02 1.78 0.95 4.46 9.90
HeterMPCpagr 12.26 4.80 242 1.49 4.94 11.20
HeterMPCpagr w/o. node types 11.22 4.06 1.87 1.04 4.57 10.63
HeterMPCpgagr w/o. edge types 11.52 4.27 2.05 1.24 4.78 10.90
HeterMPCpagr w/o. node and edge types 10.90 3.90 1.79 1.01 4.52 10.79
HeterMPCpgagr w/o. interlocutor nodes 11.68 4.24 1.91 1.03 4.79 10.65

Table 1: Performance of HeterMPC and ablations on the test set in terms of automated evaluation. Numbers in
bold denote that the improvement over the best performing baseline is statistically significant (t-test with p-value

< 0.05).

Metrics
m Score Kappa
Human 2.81 0.55
GSN (Hu et al., 2019b) 2.00 050
BERT (Devlin et al., 2019) 2.19 042
BART (Lewis et al., 2020) 224 044
HeterMPCpgerr 239 050
HeterMPCpgagrr 2.41 0.45

Table 2: Human evaluation results of HeterMPC and
some selected systems on a randomly sampled test set.
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Analysis
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Figure 5: Performance of HeterMPCgggry under
different numbers of iterations (L) on the test set.

The performance of was

significantly improved as L2
increased at the beginning.
Then, the performance was
stable and dropped slightly.
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Figure 6: Performance of BERT and HeterMPCpgggr on
test samples with different session lengths.

As session lengths increased,
the performance dropped less
than that of BERT, showing
superiority on dealing with
longer conversations. 15



Case Study

* “gparted” in the first utterance is two
hops away from 1.2 (the first utterance is
replied by the second utterance which is
spoken by 1.2), and “install gparted” in the
third utterance is one hop away from 1.2
(this utterance directly addresses 1.2).

* These keywords are included in both
responses generated by HeterMPC,. and
HeterMPCgry, but are missing in those generated by other mode

Speaker |

Utterance

‘ Addressee

Case 1

I.1

geev: in gparted now?

I.2

there is no such command in my
computer

I.1

open a terminal, type: sudo apt-get
install gparted

1.2

I.1

after: gparted aksks for your pw,

opens a gui

[.2

[.2

ok if found fail i will contact you

I.1

does it say “to install type sudo apt-

get install gparted”? (Human)

do you have remote access to remote
desktop? (GSN)

ok, 1 will try that. (BERT)

L3

you can use the command “sudoapt-

get install gparted” to install the
gparted livecd. (HeterMPCpggrr)

1.2

1'm not sure what you mean by “in
gparted” (BART)

you need to install gparted, it is a
gui tool (HeterMPCpsrr)
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Robustness

* The addressee labels are important for constructing a graph used in
HeterMPC. This kind of label is commonly available in real life such as
“A@B” labels in group chatting, Twitter, Reddit and various forums
that denote speaker A talking to addressee B.

* Addressee labels of a part of utterances are missing in the existing
MPC datasets since a speaker may forget to specify an addressee.

e Utterances without addressee labels can be assigned with a general
addressee label “To all interlocutors”. We leave evaluation on other
datasets in future work.
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Conclusion

* We present HeterMPC to model complicated interactions between
utterances and interlocutors in MPCs with a heterogeneous graph.

* Two types of graph nodes and six types of edges are designed for
better utilizing the structural knowledge of conversations during node

updating.

e Results show that HeterMPC achieves a new state-of-the-art
performance for response generation in MPCs on the Ubuntu IRC
benchmark.
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