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Introduction
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Utterances in a two-party 
conversation are posted 
one by one between two 
interlocutors, constituting a 
sequential information flow.

Utterances in a multi-party 
conversation can be spoken 
by anyone and address 
anyone else, constituting a 
graphical information flow.

: Interlocutors                         : Utterances



Related Work

• Model a conversation with a homogeneous graph, where nodes 
represented only utterances while interlocutors are ignored.

• The same model structure and parameters are employed for both the 
forward and backward flows of a bidirectional message passing algorithm, 
which cannot distinguish the “reply" or “replied-by" relations between two 
connected utterance nodes. 

• Information flows along both directions are independently propagated, so 
that a graph node cannot be jointly updated at a single propagation step.
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Overview

• Utterances and interlocutors are considered as two types of nodes 
under a unified heterogeneous graph, to explicitly model the 
complicated interactions between interlocutors, between utterances, 
and between an interlocutor and an utterance.
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Graph Construction

• M utterances and I interlocutors  a heterogeneous graph G(V, E)

• V : a set of M + I nodes, each denoting an utterance or an interlocutor

• E = {ep,q} p,q=1
M+I : a set of directed edges, each edge ep,q describing the 

connection from node p to node q

• Six types of meta relations: {reply, replied-by, 

speak, spoken-by, address, addressed-by} to 

describe directed edges between two nodes
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Node Initialization

• Each utterance is encoded

individually by stacked 

Transformer encoder layers 

• Each interlocutor is directly 

represented by looking up 

an order-based interlocutor 

embedding table
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Node Updating

• Introduce parameters to 

model heterogeneity

• Attention weights

• Message passing

(s, e, t) denotes (source, edge, target)

τ(s), τ(t) ∈ {utterance, interlocutor}
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Node Updating

• Aggregation

• Specifically, the context information in an utterance node is shared 
with other tokens in the utterance through another round of 
Transformer layer intra-utterance self-attention.
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• Standard implementation of Transformer decoder

• A cross-attention operation over the node 

representations of the graph encoder output is 

performed to incorporate graph information

Decoder
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Setup

• Dataset

Ubuntu IRC benchmark released by Hu et al., 2019

• Baselines 

RNN-based Seq2Seq, Transformer, GPT-2, BERT, GSN and BART

• Metrics

Automated: BLEU1 to BLEU-4, METEOR and ROUGEL

Human: relevance, fluency and informativeness
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Results

• BERT or BART was selected to initialize the utterance encoder layers 
of HeterMPC
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Analysis 
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The performance of was 
significantly improved as L2 
increased at the beginning. 
Then, the performance was 
stable and dropped slightly. 

As session lengths increased, 
the performance dropped less 
than that of BERT, showing 
superiority on dealing with 
longer conversations.



Case Study
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• “gparted” in the first utterance is two 

hops away from I.2 (the first utterance is 

replied by the second utterance which is 

spoken by I.2), and “install gparted” in the

third utterance is one hop away from I.2 

(this utterance directly addresses I.2).

• These keywords are included in both 

responses generated by HeterMPCBERT and

HeterMPCBART, but are missing in those generated by other models.



Robustness

• The addressee labels are important for constructing a graph used in 
HeterMPC. This kind of label is commonly available in real life such as 
“A@B” labels in group chatting, Twitter, Reddit and various forums 
that denote speaker A talking to addressee B. 

• Addressee labels of a part of utterances are missing in the existing 
MPC datasets since a speaker may forget to specify an addressee. 

• Utterances without addressee labels can be assigned with a general 
addressee label “To all interlocutors”. We leave evaluation on other 
datasets in future work.
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Conclusion

• We present HeterMPC to model complicated interactions between 
utterances and interlocutors in MPCs with a heterogeneous graph. 

• Two types of graph nodes and six types of edges are designed for 
better utilizing the structural knowledge of conversations during node 
updating. 

• Results show that HeterMPC achieves a new state-of-the-art 
performance for response generation in MPCs on the Ubuntu IRC 
benchmark.
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