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Two-Party VS. Multi-Party Conversations

3Group Chat 

Group chats appear 
frequently in daily life!

One-on-One Chat 



Graphical Multi-Party Conversations
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Utterances in a two-party 
conversation are posted 
one by one between two 
interlocutors, constituting a 
sequential information flow.

Utterances in a multi-party 
conversation (MPC) can be 
spoken by anyone and address 
anyone else, constituting a 
graphical information flow.

: Interlocutors                         : Utterances



MPC Example

• Reply relationships can be constructed based on “@” labels
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Regular Transformer Encoding

• The full and equivalent connections among utterance tokens ignore 
the sparse but distinctive dependency of one utterance on another
• Overlook the inherent MPC graph structure on various downstream 

tasks
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Transformer-based LMs

l-th Layer  à

(l+1)-th Layer  à

Regular full and 
equivalent encoding
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Ubiquitous Graph Data Structure

• Hu et al. (2019) and Gu et al. (2022) have indicated that the 
complicated graph structures can provide crucial interlocutor and 
utterance semantics
• We are inspired to

üview an MPC as a conversation graph where features can be 
represented by considering available explicit connectivity structures 
(i.e., graph structures)

ürefine Transformer-based LMs by modeling graph structures during 
internal encoding to help establish the sparse but distinctive 
dependency of an utterance on another
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MPC Graph Topology

• Four types of edges (reply-to, replied-by, reply-self and indirect-reply) 
are designed to distinguish different relationships between utterances

* Rectangles (   U   ) denote utterances, and solid lines (     ) represent 
the “reply" relationship between two utterances
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Graph-Induced Signals Integration

• Integrated in the attention mechanism by utilizing edge-type-dependent 
parameters to refine the attention weights 

where eq,v ∈ {reply-to, replied-by, reply-self, indirect-reply}
• reply-to: what the current utterance should be like given the prior 

utterance it replies to
• replied-by: how the posterior utterances amend the modeling of the 

current utterance
• reply-self: how much of the original semantics should be kept
• indirect-reply: connect the rest of the utterances for contextualization
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Model Overview

• Input data following MPC-BERT that (1) inserts [CLS] tokens at the 
start of each utterance, and (2) introduces position-based speaker 
embeddings to distinguish the speakers of utterances
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Why These Edges Work?

• Consider both semantic similarity and structural relationships 
between two utterance tokens
• Distinguish different relationships between utterances, and model 

utterance dependency following the graph-induced topology for 
better contextualized encoding 
• Characterize fine-grained interactions during LM internal encoding
• Reflect graphical conversation structure and flow in Transformer
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Downstream Tasks

• Addressee Recognition: to recognize the addressees of the last 
utterances from the set of all interlocutors that appear in this 
conversation

• Speaker Identification: to identify the speaker of the last utterance in 
a conversation from the interlocutor set

• Response Selection: to measure the similarity between the given 
context and a response candidate, and then rank a set of response 
candidates
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Setup

• Datasets
We evaluated the proposed method on two Ubuntu IRC benchmarks

• Baselines 
GIFT was implemented into three Transformer-based PLMs including 
BERT, SA-BERT and MPC-BERT, which is plug-and-play
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Results: Addressee Recognition

• GIFT improves the performance of BERT by margins of 2.92%, 2.73%, 
5.75% and 5.08% on these test sets respectively in terms of Precision
(P@1)
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improves SA-BERT
by margins of 1.32%, 
2.50%, 4.26% and 
5.22% respectively

improves MPC-BERT
by margins of 0.64%, 
1.64%, 3.46% and 
4.63% respectively



Results: Speaker Identification

• GIFT improves the performance of BERT by margins of 13.71%, 27.50%, 
29.14% and 28.82% on these test sets respectively in terms of P@1 
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improves SA-BERT by 
margins of 12.14%, 
25.05%, 25.14% and 
26.59% respectively

improves MPC-BERT
by margins of 6.96%, 
23.05%, 23.12% and 
22.99% respectively



Results: Response Selection

• GIFT improves the performance of BERT by margins of 2.48%, 2.12%, 
2.71% and 2.34%, of SA-BERT by margins of 3.04%, 4.16%, 5.18% and 
5.35%, and of MPC-BERT by margins of 1.76%, 0.88%, 2.15% and 2.44%
on these test sets respectively in terms of Recall (R10@1)
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Ablation

• Merge reply-to and replied-by edges
with in-direct edges
• Merge reply-to or replied-by edges

together without distinguishing 
bidirectionality
• Merge reply-self with in-direct edges

with in-direct edges
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Performance Change at Different Lengths
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As the session length increased, the performance
of models with GIFT dropped more slightly on 
addressee recognition and speaker identification, 
and enlarged more on response selection, than 
the models without GIFT in most 14 out of 18 
cases



Visualization of Weights

• The changing trends of reply-to and replied-by edges were roughly 
the same, while the values of these two edges were always different
• The values of the indirect-reply edge were always the minimum at the 

beginning, and surprisingly became the maximum in the last layer:
üless attention to irrelevant utterances to themselves at first glance
üafter comprehending the most relevant utterances, turn to indirectly related 

ones in context for fully understanding the entire conversation
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Conclusion

• We present graph-induced fine-tuning (GIFT) for multi-party 
conversation understanding, which is
üplug-and-play: adapt various Transformer-based LMs, e.g., BERT, SA-BERT and 

MPC-BERT
ülightweight: add only 4 additional parameters per encoding layer
üuniversal: show effectiveness on 3 downstream tasks, e.g., addressee 

recognition, speaker identification and response selection

• Experimental results on three downstream tasks show that GIFT 
significantly helps improve the performance of three PLMs and 
achieves new state-of-the-art performance on two benchmarks
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Challenges

• Reduce the heavy dependency on the necessary addressee labels, 
while the scarcity of addressee labels is a common issue in MPCs 
(55% missing in Ubuntu)

• Extend to multi-modal MPCs, including face and speech interactions 

• Data-centric dataset construction for MPCs
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Thanks! Q&A
Contact: gujc@ustc.edu.cn
Homepage: http://home.ustc.edu.cn/~gujc
Code: https://github.com/JasonForJoy/MPC-BERT
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