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Two-Party Conversations

9:41

One-on-one chat
between 2 interlocutors

| had so much fun tonight T.

Thanks again for everything
you are the best.

for our piénfc thlé weekend!
&

Omg, I've been meaning to
go thrifting for my look.

You still have some time
before the weekend

Deff, | don't wanna do this
last min.




9:41

Thanks again for everything
you are the best.

for our picnic this weekend!
-

Omg, I've been meaning to
go thrifting for my look.

You still have some time
before the weekend

Deff, | don't wanna do this
last min.

One-on-one chat
between 2 interlocutors

Group chat

involving 3+ interlocutors
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Two-Party VS. Multi-Party Conversations

Q Tour Crew L B«

show weekend?

I'm down!

¥ |ets do this its been way
to long since we were all
together!

Whos down for a pregame

YES! | got the day off! Say
when and where?

Hows about Old Town at 4?
we can get some grub “~ and
then head over to the venue.

Yeah getting the band
back together! &2
&

Jacqueline and Ana what
about y'all?




Two-Party VS. Multi-Party Conversations

9:41

g‘ Alex Walker
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T

&) ! had so much fun tonight T.

One-on-one chat P —

“ show weekend?

between 2 interlocutors

¥ |ets do this its been way

to long since we were all
% together!

Whos down for a pregame

i Group chats appear
frequently in daily life!

YES! | got the day off! Say
when and where?

Hows about Old Town at 4?
we can get some grub “~ and
then head over to the venue.

for our picnic this weekend!
-

Omg, I've been meaning to

go thrifting for my look. Yeah getting the band

back together! &2
You still have some time

before the weekend

Deff, | don't wanna do this

Group chat
involving 3+ interlocutors




Research Trend on Multi-Party Conversation
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Why multi-party conversations (MPC)?

Many scenarios involve MPC and require capabilities beyond two-party
conversations, e.g., turn-taking, discourse parsing and disentanglement

Joining for coffee at a cafe

[Abigail] : Hey Klaus, mind if
I join you for coffee?
[Klaus]: Not at all, Abigail.
How are you?

Group Chat Meeting Agent Simulacra



Graphical MPC is complicated

e o o - — — —— — — —— — —— — — — — — — —

Utterances in a two-party
conversation are posted
one by one between two
interlocutors, constituting a
sequential information flow

. . Interlocutors

Utterances in a multi-party
conversation (MPC) can be
spoken by anyone and address
anyone else, constituting a
graphical information flow

: Utterances ,



Challenges (1): WHO speaks

Model the coordination strategies that speakers adopt to acquire or
give up the floor, so that an ongoing conversation can go on smoothly
(Hawes et al., 2009; Pinhanez et al., 2018; de Bayser et al., 2019)

| speaker | Addressee | Utterance____

User 1 - | have a problem when I install ...
Agent User 1 Did you set initial params?

User 2 User 1 Show the error message, and ...
User 1 Agent How?

User 1 User 2 OK, just a moment!

[ Who speak? ]

Should the agent take
the floor to speak or not?



Challenges (2): address WHOM

Understand conversation semantics for the behavior whereby
interlocutors indicate to whom they are speaking (Ouchi and Tsuboi,
2016; Le et al., 2019; Gu et al., 2021; Zhu et al., 2023)

| speaker | Addressee | Utterance____

User 1
Agent
User 2
User 1
User 1
Agent

User 1
User 1
Agent
User 2

[ To whom? ]

User 17?
or
User 27?

| have a problem when | install ...
Did you set initial params?

Show the error message, and ...
How?

OK, just a moment!



Challenges (3): say WHAT

Return an appropriate response which follows the conversation
semantics, structures and topic transitions (Zhang et al., 2018; Wu et
al., 2020; Wang et al., 2020; Gu et al., 2022; Li et al., 2023)

| speaker | Addressee | Utterance____

User 1 - | have a problem when I install ...
Agent User 1 Did you set initial params?

User 2 User 1 Show the error message, and ...
User 1 Agent How?

User 1 User 2 OK, just a moment!

Agent User 1 [ Say what? ]

See this URL: http://xxx
or
It’s already in OS



Datasets

* Written corpora: online forums, such as Ubuntu, Reddit ...

11



Datasets

* Written corpora: online forums, such as Ubuntu, Reddit ...

* Spoken corpora:
v'scripted refers to planned dialogue, such as TV and movie scripts
v Unscripted refers to spontaneous and unplanned dialogues, such as meeting

11



Motivations

Pre-train towards universal MPC understanding?

v Jia-Chen Gu, Chongyang Tao, Zhen-Hua Ling, et al. 2021. MPC-BERT: A Pre-Trained
Language Model for Multi-Party Conversation Understanding. In Proc. ACL.

Embrace various sources of information in a heterogeneous graph?

v'Jia-Chen Gu, Chao-Hong Tan, et al. 2022. HeterMPC: A Heterogeneous Graph Neural
Network for Response Generation in Multi-Party Conversations. In Proc. ACL.

Introduce graphical structures into various Transformer-based LM encoding?

v'Jia-Chen Gu, Zhen-Hua Ling, et al. 2023. GIFT: Graph-Induced Fine-Tuning for Multi-Party
Conversation Understanding. In Proc. ACL. (Best Paper Honorable Mention Award)

Mitigate the common scarcity of addressee labels in MPCs?

v Jia-Chen Gu, Chao-Hong Tan, et al. 2023. MADNet: Maximizing Addressee Deduction
Expectation for Multi-Party Conversation Generation. In Proc. EMNLP.

 Jia-Chen Gu, Chongyang Tao, Zhen-Hua Ling. 2022. Who Says What to Whom: A Survey of
Multi-Party Conversations. In Proc. IJCAI. (Tutorial @AACL 2023)

12



MPC-BERT for MPC Understanding



MPC-BERT

Pretrain BERT with five self-supervision tasks, designed to model the
underlying interlocutor structure and utterance semantics, which can
be further effectively generalized to multiple MPC downstream tasks

(a) Reply-to Utterance Recognition (b) Identical Speaker Searching I (c) Pointer Consistency Distinction
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Jia-Chen Gu, et al. MPC-BERT: A Pre-Trained Language Model for Multi-Party Conversation Understanding. ACL 2021.



MPC-BERT: model overview

* A [CLS] token is inserted at the start of each utterance

 Position-based speaker embeddings (Gu et al., 2020) are introduced

considering that interlocutors are inconsistent in different conversations
t t t t t

Output see E[CLS] EUJ" s E[CLS] EUJ e E[CLS] EU_i’ e E[CLS] EU_i e E[CLS] EU_N E[SEp]

A

Pre-trained Language Model (BERT)

Token
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Jia-Chen Gu, et al. Speaker-Aware BERT for Multi-Turn Response Selection in Retrieval-Based Chatbots. CIKM 2020.




MPC-BERT: interlocutor structure modeling

 Extract the representations for each [CLS] token representing utterances

* Task-dependent non-linear transformations are placed on top of BERT
for three self-supervised tasks

* Encoding the input data only once is computation-efficient

(a) Reply-to Utterance Recognition (b) Identical Speaker Searching (c) Pointer Consistency Distinction
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Reply-to Utterance Recognition

* Motivation: learn which preceding utterance the current utterance

replies to

* Implementation: calculate the matching scores with all its preceding

utterances for a target utterance

(a) Reply-to Utterance Recognition

(b) Identical Speaker Searching

(c) Pointer Consistency Distinction
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)
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|[dentical Speaker Searching

* Motivation: reformulate as searching for the utterances sharing the
identical speaker, since interlocutors varies across conversations

* Implementation: mask the speaker embedding of a target utterance,
and calculate the probability of utterances sharing the same speaker

(a) Reply-to Utterance Recognition (b) Identical Speaker Searching (c) Pointer Consistency Distinction
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Pointer Consistency Distinction

* Definition: a speaker-to-addressee pointer is expressed as a pair of
utterances representing the “reply-to” relationship

* Assumption: the representations of two pointers directing from the
same speaker to the same addressee should be consistent

19



Pointer Consistency Distinction

* Implementation : a) capture the pointer information contained in
each utterance pair

b) sample a consistent pointer and an inconsistent one from this
conversation, and calculate similarities between every two pointers

(a) Reply-to Utterance Recognition (c) Pointer Consistency Distinction
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Utterance Semantics Modeling:
Shared Node Detection

* A full MPC instance can be divided into several sub-conversations, e.g.,
two sub-conversations {U3, U5, U7, U8} and {U4, U6, U9} share the same
parent node U2

U~

v

U1 R U2< U3<—U5<—‘ Ug

T Us = Us <+ Ug

* Assumption: the representations of sub-conversations under the same
parent node tend to be similar

21



Jtterance Semantics Modeling:
Masked Shared Utterance Restoration

* A shared utterance is semantically relevant to more utterances in the
context than non-shared ones, e.g., U2 and U5

U1 < U2 < U3 < U5 < Ug

T—U4<—U6‘—U9

: masking a sampled shared utterance and enforcing model
to restore the masked shared utterance given the rest conversation can
enhance the conversation understanding

22



GIFT for MPC Understanding



GIFT

* Motivation: full and equivalent connections among utterance tokens
ignore sparse but distinctive dependency of one utterance on another

q+1 )-th Layer = \

< Regular full and
equivalent encoding

I-th Layer -

K Transformer-based LMs /

* Methodology: distinguish different utterance relationships and model
inherent MPC graph structures via graph-induced fine-tuning

24
Jia-Chen Gu, et al. GIFT: Graph-Induced Fine-Tuning for Multi-Party Conversation Understanding. ACL 2023.



GIFT Graph Topology

. reply-to, replied-by, reply-self and indirect-reply
are designed to distinguish different relationships between utterances

(a) A Graphical Information
Flow of an MPC

(b) Reply Relationships in a
Graph Structure for U;

Ue i U6
J: : Q|
Us Us —{ U7 | T Us | Us U;
J | | ?4+ I
Us Uz LY Uz oo
it Us || Us i Us | [ Us
[—»: repIy-toj i : reply-to : reply-self
: — :replied-by ——» :indirect-reply
|
|
|
|

* Rectangles (| U |) denote utterances, and solid lines (—) represent
the “reply" relationship between two utterances




Graph-Induced Signals Integration

* Integrated in the attention mechanism by utilizing edge-type-

dependent parameters to refine the attention weights
T
Atten(q, k,v) = Softmax(qb(eq,v)ﬁ)v

Vd
where e, , € {reply-to, replied-by, reply-self, indirect-reply}

26



Graph-Induced Signals Integration

* Integrated in the attention mechanism by utilizing edge-type-
dependent parameters to refine the attention weights
T
Atten(q, k,v) = Softmax(qb(eq,v)ﬁ)v

Vd
where e, , € {reply-to, replied-by, reply-self, indirect-reply}

: what the current utterance should be like given the prior
utterance it replies to

26



Graph-Induced Signals Integration

* Integrated in the attention mechanism by utilizing edge-type-
dependent parameters to refine the attention weights
T
Atten(q, k,v) = Softmax(qb(eq,v)ﬁ)v

Vd
where e, , € {reply-to, replied-by, reply-self, indirect-reply}

: what the current utterance should be like given the prior
utterance it replies to

: how the posterior utterances amend the modeling of the
current utterance

26



Graph-Induced Signals Integration

* Integrated in the attention mechanism by utilizing edge-type-
dependent parameters to refine the attention weights
T
Atten(q, k,v) = Softmax(qb(eq,v)ﬁ)v

Vd
where e, , € {reply-to, replied-by, reply-self, indirect-reply}

: what the current utterance should be like given the prior
utterance it replies to

: how the posterior utterances amend the modeling of the
current utterance

: how much of the original semantics should be kept

26



Graph-Induced Signals Integration

* Integrated in the attention mechanism by utilizing edge-type-
dependent parameters to refine the attention weights
T
Atten(q, k,v) = Softmax(qﬁ(eq,v)ﬁ)v

Vd
where e, , € {reply-to, replied-by, reply-self, indirect-reply}

* reply-to: what the current utterance should be like given the prior
utterance it replies to

* replied-by: how the posterior utterances amend the modeling of the
current utterance

* reply-self: how much of the original semantics should be kept
* indirect-reply: connect the rest of the utterances for contextualization

26



GIFT Overview

Input data following MPC-BERT that (1) inserts [CLS] tokens at the start
of each utterance, and (2) introduces position-based speaker
embeddings to distinguish the speakers of utterances

Output

Layer (VE wee Un f - UN
U Uz Us Us Us Us Uz Us - V-t ) v-self
L layers /’N :reply-to —— :reply-se
of PLMs — :replied-by —— :indirect-reply
U1 Uz U3 U4 U5 Us U7 US
Token *
Embeddings M I --- [ N - [ .
Segment +
Embeddings
N +
Position
Embeddings
<+
Speaker
Embeddings
Input [CLS] U, ... [CLS] Un ... [CLS] Uy [SEP]
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Why These Edges Work?

* Consider both semantic similarity and structural relationships
between two utterance tokens

* Distinguish different relationships between utterances, and model
utterance dependency following the graph-induced topology for
better contextualized encoding

e Characterize fine-grained interactions during LM internal encoding,
reflecting graphical conversation flow in Transformer

28



Downstream Tasks

* Addressee Recognition: to recognize the addressees of utterances
from the set of all interlocutors that appear in this conversation

* Speaker Identification: to identify the speaker of the last utterance in
a conversation from the interlocutor set

* Response Selection: to measure the similarity between the given
context and a response candidate, and then rank a set of response
candidates

29



Datasets

Evaluated on two Ubuntu IRC benchmarks

Datasets Train | Valid | Test

Hu et al. (2019) 311,725| 5,000 | 5,000

Len-5 [461,120|28,570 32,668

Ouchi and Tsuboi (2016) [ Len-10 {495,226 | 30,974 | 35,638
Len-151489,812(30,815|35,385

Hiroki Ouchi and Yuta Tsuboi. 2016. Addressee and Response Selection for Multi-Party Conversation. In Proc. EMINLP.
Wenpeng Hu, Zhangming Chan, Bing Liu, et al. 2019. GSN: A Graph-Structured Network for Multi-Party Dialogues. In Proc. 1JCAI.



Results: Addressee Recognition

* MPC-BERT outperforms SA-BERT by margins of 2.56%, 2.22%, 2.40%
and 2.14% on these test sets respectively in terms of Precision (P@1)

* GIFT improves BERT by margins of 2.92%, 2.73%, 5.75% and 5.08%
respectively

G IFT | m p roves SA_ Hu et al. (2019) | Ouchi and Tsuboi (2016) G IFT | m p roves Vi PC-
Len-5 | Len-10 | Len-15
BERT by margins Of Preceding (Le et al., 2019) i 5573 | 5563 | 5562 BERT by margins of
SRNN (Ouchi and Tsuboi, 2016) - 60.26 | 60.66 60.98
1.32%, 2.50%, SHRNN (Serban et al., 2016) i 6224 | 6486 | 6589 (0.64%, 1.64%,
DRNN (Ouchi and Tsuboi, 2016) - 6328 | 66.70 | 68.41
4.26% and 5.22% SIRNN (Zhang et al., 2018) i 7259 | 7713 | 71853. 3.46% and 4.63%
) BERT (Devlin et al., 2019) 82.88 80.22 | 7532 | 74.03 i
respectively SA-BERT (Gu et al., 2020) 86.98 8199 | 7827 | 7684 respectively
MPC-BERT (Gu et al., 2021) 89.54 8421 | 80.67 | 78.98
BERT w/ GIFT 85.801 82.95T | 81.077 | 79.117
SA-BERT w/ GIFT 88.30f 84.49T | 82.53T | 82.65T
MPC-BERT w/ GIFT 90.18 85.85" | 84.13" | 83.61" 21




Results: Speaker |dentification

* MPC-BERT outperforms SA-BERT by margins of 7.66%, 2.60%, 3.38% and 4.24% P@1
* GIFT improve BERT by margins of 13.71%, 27.50%, 29.14% and 28.82% P@1
improve SA-BERT by margins of 12.14%, 25.05%, 25.14% and 26.59% P@1

improve MPC-BERT by margins of 6.96%, 23.05%, 23.12% and 22.99% P@1

Hu et al. (2019) | Ouchi and Tsuboi (2016)
Len-5 | Len-10 | Len-15
BERT (Devlin et al., 2019) 71.81 62.24 | 53.17 | 51.58
SA-BERT (Gu et al., 2020) 75.88 64.96 | 57.62 | 54.28
MPC-BERT (Gu et al., 2021) 83.54 67.56 | 61.00 | 58.52
BERT w/ GIFT 85.521 89.747 | 82.317 | 80.407
SA-BERT w/ GIFT 88.021 90.017 | 82.76T | 80.87f
MPC-BERT w/ GIFT 90.501 90.617 | 84.127 | 81.51'

32



Results: Response Selection

improve SA-BERT by margins of 3.04%, 4.16%, 5.18% and 5.35% R,;@1

improve MPC-BERT by margins of 1.76%, 0.88%, 2.15% and 2.44% R;,,@1

Hu et al. (2019) Ouchi and Tsuboi (2016)
Len-5 Len-10 Len-15

Rz@l R10@1 R2@1 R10@1 Rz@l R10@1 R2@1 R10@1
DRNN (Ouchi and Tsuboi, 2016) - - 76.07 | 33.62 | 78.16 | 36.14 | 78.64 | 36.93
SIRNN (Zhang et al., 2018) - - 78.14 | 3645 | 80.34 | 39.20 | 80.91 | 40.83
BERT (Devlin et al., 2019) 9248 | 73.42 | 85.52 | 5395 | 86.93 | 57.41 | 87.19 | 58.92
SA-BERT (Gu et al., 2020) 9298 | 75.16 | 86.53 | 5524 | 87.98 | 59.27 | 88.34 | 60.42
MPC-BERT (Gu et al., 2021) 9490 | 78.98 | 87.63 | 57.95 | 89.14 | 61.82 | 89.70 | 63.64
BERT w/ GIFT 93.227 | 75.90" | 86.59T | 56.07T | 88.02" | 60.127 | 88.57T | 61.26'
SA-BERT w/ GIFT 94,261 | 78.207 | 88.077 | 59.407 | 89.917 | 64.45"7 | 90.45T | 65.77%
MPC-BERT w/ GIFT 95.04 | 80.747 | 87.97 | 58.83"7 | 89.77T | 63.97T | 90.627 | 66.08"

MPC-BERT outperforms SA-BERT by margins of 3.82%, 2.71%, 2.55% and 3.22% R;,,@1
* GIFT improve BERT by margins of 2.48%, 2.12%, 2.71% and 2.34% R,,@1

33



Ablations of Self-supervised Tasks

Hu et al. (2019) Ouchi and Tsuboi (2016) Hu et al. (2019) Ouchi and Tsuboi (2016)
Len-5 Len-10 Len-15 Len-5 Len-10 Len-15
P@l Acc. P@l1 | Acc. | P@1 | Acc. | P@1 | Acc.
Preceding (Le et al., 2019) - ~ | 63.50 | 40.46 | 56.84 | 21.06 | 54.97 | 13.08 i : Ro@1| R1o@1L | Ry@1 | R19@1 | Ry@1 | R19@1 | Ry@1 | R19O1
Subsequent (Le et al., 2019) B B 61.03 | 4025 | 54.57 | 2026 | 53.07 | 12.79 DRNN (Ouchi and Tsuboi, 2016) - - 76.07 | 33.62 | 78.16 | 36.14 | 78.64 | 36.93
DRNN (Ouchi and Tsuboi, 2016) | - - 7275 |58.18 | 65.58 | 34.47 | 62.60 | 22.58 SIRNN (Zhang et al., 2018) - - 78.14 | 36.45 | 80.34 | 39.20 | 80.91 | 40.83
SIRNN (Zhang et al., 2018) - - 75.98 | 62.06 | 70.88 | 40.66 | 68.13 | 28.05 BERT (Devlin et al., 2019) 9248 | 73.42 | 8552 | 53.95 | 86.93 | 57.41 | 87.19 | 58.92
W2W (Le et.al-’ 2019) N N 77.55 | 63.81 | 73.52 | 44.14 | 73.42 | 34.23 SA-BERT (Gu et al., 2020a) 9298 | 75.16 | 86.53 | 55.24 | 87.98 | 59.27 | 88.34 | 60.42
gﬁfgggﬂ ettall-’ 22%12%) ) ggig 2;;‘1) 222? ;gzg gijé 2§§§ gigz 3‘7‘2‘3‘ MPC-BERT 94.90 | 78.98 | 87.63 | 57.95 | 89.14 | 61.82 | 89.70 | 63.64
- u et al., a . A X . . . . .
MPC-BERT 0831 | 92.42 | 88.73 | 80.31 | 86.23 | 63.58 | 85.55 | 52.59 MPC-BERT w/o. RUR 9448 | 78.16 | 87.20 | 57.56 | 88.96 | 61.47 | 89.07 | 63.24
MPC-BERT w/o. ISS 98.20 | 91.96 | 88.67 | 80.25 | 86.14 | 63.40 | 85.02 | 51.12 MPC-BERT w/o. PCD 94.66 | 78.70 | 87.50 | 57.51 | 88.75| 61.62 | 89.45 | 63.46
MPC-BERT w/o. PCD 98.20 | 91.90 | 88.51 | 80.06 | 85.92 | 62.84 | 85.21 | 51.17 MPC-BERT w/o. MSUR 9436 | 78.22 | 87.11 | 57.58 | 88.59 | 61.05 | 89.25 | 63.20
MPC-BERT w/o. MSUR 98.08 | 91.32 | 8870 | 80.26 | 86.21 | 6346 | 85.28 | 51.23 MPC-BERT w/o. SND 93.92 | 76.96 |87.30 | 57.54 | 88.77 | 61.54 | 89.27 | 63.34
MPC-BERT w/o. SND 98.25 | 92.18 | 88.68 | 80.25 | 86.14 | 63.41 | 85.29 | 51.39
Table 3: Evaluation results of addressee recognition on the test sets. Results except ours are cited from Le et al. Table 5 Evaluation results of response selection qn the test sets. Results. except ours are cited from Ouchi E_md
(2019). Numbers in bold denote that the improvement over the best performing baseline is statistically significant Tsuboi (2016) and Zhang et al. (2018). Numbers in bold denote that the improvement over the best performing
(t-test with p-value < 0.05). baseline is statistically significant (t-test with p-value < 0.05).
Hu et al. (2019) | Ouchi and Tsuboi (2016) . e
* Tasks focusing on interlocutor structures
BERT (Devlin et al., 2019) 71.81 6224 | 53.17 | 51.58 .
SA-BERT (Gu et al., 2020a) 75.88 6496 | 57.62 | 54.28 b m d d
MPC-BERT 83.54 67.56 | 61.00 | 58.52 C O n t r I u te O re to a re S S e e
MPC-BERT w/o. RUR 82.48 66.88 | 60.12 | 57.33 o, o o L als o
MPC-BERT w/o. ISS 77.95 66.77 | 60.03 | 56.73 recognltlon and Spea ker IdentlflcatIOn
MPC-BERT w/o. PCD 83.39 67.12 | 60.62 | 58.00
MPC-BERT w/o. MSUR 83.51 67.21 | 60.76 58.03 . .
M DRI o D S| s | B2 e Tasks focusmg on utterance semantics

Table 4: Evaluation results of speaker identification on the test sets in terms of P@1. Numbers in bold denote that

the improvement over the best performing baseline is statistically significant (t-test with p-value < 0.05). con t r| b u te more to res p onse se I e Ct | on
3
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Performance Change at Different Lengths

Results: the performance of addressee

recognition and speaker identification dropped as

the session length increased
Analysis: longer sessions always contain more

interlocutors which increase the difficulties of
predicting interlocutors

Utterance Precision
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Performance Change at Different Lengths

Results: the performance of response selection
was significantly improved as the session length
increased

Analysis: longer sessions enrich the
representations of contexts with more details
which benefit response selection

90- 66-
: < 85- \\\ _ 64
e 280 — |3
[ b -@ BERT 062
s = 75- -8 BERTw.GIFT o
T s e —#% SA-BERT )
- - \ 070 £ o T g60.
c MPC-BERT S
@ BERT ©65- *-__ R | 258-
-8 BERT w. GIFT sl 860- . g
% SABERT S = = -
—%— SABERT w. GIFT SN
MPC-BERT 55- =
A~ MPCBERT w GIFT | " ol ‘ il 54 | : =
5 10 15 5 10 15 5 10 15
Length Length Length
(a) Addressee Recognition (b) Speaker Identification (c) Response Selection 36




Performance Change at Different Lengths

Len 5 — Len 10|Len 10 — Len 15
. . AR (P@1)
As the session length increased, the performance = 7% 129
BERT w. GIFT -1.88¢ -1.96
. . SA-BERT 372 -1.43
of models with GIFT dropped more slightly on SABERTw GIFT | 196! e
MPC-BERT -3.54 -1.69
L] L] L] L] L] L] g ~ 1 R I
addressee recognition and speaker identification, = Mcesrworr  azf |05
. BERT 9.07 159
and enlarged more on response selection, than BERT w. GIFT 743 191
SA-BERT 1.34 -3.34
. . SA-BERT w. GIFT -7.25% -1.89%
the models without GIFT in most 14 out of 18 MPC-BERT 656 Py
. MPC-BERT w. GIFT -6.49% -2.61
cases (2 margins for 3 models on 3 tasks) RS ®ygaD
BERT +3.46 +1.51
86- 90- 66- BERT w. GIFT +4.05% +1.14
| SA-BERT +4.03 +1.15
59 \ i — 64 SA-BERT w. GIFT +5.05 +1.32!
T g M 5 80" — ™ MPC-BERT +3.87 +1.82
g — 27s- e BERTwW.GIFT 4 MPC-BERT w. GIFT +5.14% +2.11
880’ ins ‘\\\\‘\‘ v70- IZQZ:IW.M qg)GO'
G 75 S Cwe il B 65 * MPCOERT w. GIFT § 58 - Table 6: Performance change of models as the session
S o mmrwar ) TN & o Sweemr length increased on the test sets of Ouchi and Tsuboi
D76 L Gsmrwor e = *- _ 56 i SABERT w GIFT (2016). For models with GIFT, numbers marked with
74- MhCOERT . GIT . 50. e e . 54- MPCBERT w. GIFT i denoted larger performance improvement or less
5 10 15 5 10 15 5 10 15 performance drop compared with the corresponding
LEngH: Length Length models without GIFT.
(a) Addressee Recognition (b) Speaker Identification (c) Response Selection 37




Visualization of GIFT Weights

* The changing trends of reply-to and replied-by edges were roughly
the same, while the values of these two edges were always different

* The values of the indirect-reply edge were always the minimum at the
beginning, and surprisingly became the maximum in the last layer:
v'less attention to irrelevant utterances to themselves at first glance

v after comprehending the most relevant utterances, turn to indirectly related
ones in context for fuIIy understanding the entire conversation

—e— reply-to ——
D 1.100 pmasis -by
1.075- *~ reply —self
indirec
1.050-
\\ £1.025-
21.000-
0.975

'/\>/\ 105 indirect-reply
*)\ £1.00- >\
U»o 98- 2 =]

1.10- —* replied-by
reply-self
(7}
= 0.95-
0.90-
0.94- —— ied- 0.950-
eeeeeeeeee 0.85
indirect: 0.925-
2 4 6 8 10 12 2 4 6 6 8 10 12
Laye Laye Layer

0.92-

(a) Addressee Recognition (b) Speaker Identification (c) Response Selection

38
Figure 4: The weights of four types of edges in different encoding layers of MPC-BERT trained on Hu et al. (2019).



HeterMPC for MPC Generation



Previous Work: GSN

update operator,

... iteration 1 - ...

31——_""31 ®32‘——>‘ 32®S3}—’S3

(: 1

i nextstepr -

--- iteration 2 - :

s,——----\s1 @SZ\——'*\82®83%~83:

-
'i a4 update ------- »y \ update
S, K s2 ® s4 AR

Homogeneous graph

composed of only utterances!

- update \ T update
s Sz ® 34 —— S4f

Utterance-level graph-based
encoder which encodes utterances

based on the graph topology rather
than the appearance sequence

Each utterance (a node in the
graph) accepts information from
all its connected utterances
(nodes) in each iteration

40

Wenpeng Hu, et al. GSN: A Graph-Structured Network for Multi-Party Dialogues. 1JCAl 2019.



Is a homogeneous graph expressive enough to represent an MPC?

?

() oo‘ A

Q1: Are there other sources of Q2: Is it necessary to distinguish the
information in addition to fine-grained and complicated
utterances that should be interactions between utterance
embraced in a unified graph? and interlocutor graph nodes?

41



HeterMPC: Graph Construction

e M utterances and [ interlocutors = a heterogeneous graph G(V, E)

42
Jia-Chen Gu, et al. HeterMPC: A Heterogeneous Graph Neural Network for Response Generation in Multi-Party Conversations. ACL 2022.



HeterMPC: Graph Construction

e M utterances and [ interlocutors = a heterogeneous graph G(V, E)

e V:asetof M+ Inodes, each denoting an utterance or an interlocutor

42
Jia-Chen Gu, et al. HeterMPC: A Heterogeneous Graph Neural Network for Response Generation in Multi-Party Conversations. ACL 2022.



HeterMPC:

e M utterances and [ interlocutors = a heterogeneous graph G(V, E)
e V:asetof M+ Inodes, each denoting an utterance or an interlocutor

* E={e, } ,q-1M" :asetof directed edges, each edge e, , describing the
connection from node p to node g

Jia-Chen Gu, et al. HeterMPC: A Heterogeneous Graph Neural Network for Response Generation in Multi-Party Conversations. ACL 2022.



HeterMPC: Graph Construction

e M utterances and [ interlocutors = a heterogeneous graph G(V, E)
e V:asetof M+ Inodes, each denoting an utterance or an interlocutor

* E={e, } ,q-1M" :asetof directed edges, each edge e, , describing the
connection from node p to node g

Ve oy
@ :interlocutor
. Utterance
— :Replied-by

* Six types of meta relations: {reply, replied-by,

speak, spoken-by, address, addressed-by} to ~—> :Reply
describe directed edges b d e
escribe directed edges between two nodes || Spokenby
G — : Addressed-by
———> :Address

42
Jia-Chen Gu, et al. HeterMPC: A Heterogeneous Graph Neural Network for Response Generation in Multi-Party Conversations. ACL 2022.



HeterMPC: Node Initialization

(a) Update of an utterance node

(b) Update of an interlocutor node

f
R : Interlocutor @ :Interlocutor node — : Replied-by »: Speak ——» 1 Addressed-by ) : Product
: Utterance sequence ¢ : Utterance node _ __, :Reply , : Spoken-by _ _ _, : Address @ :Add
1
|
L, X é |
|
ATT MSG MSG 4 MSG ATT MSG AIT MSG ATT MSG
rl Wreph Wreph l I’{ npht\d by mehed b|| r| speak W:pea& | ﬁwwldrmd -by Waddrumd h| !|proken b\| |prvkzn mi"‘ IW address u/addmch

1 L)

[ : 1

0 K K K [ K ] 0

|W15m| |W(m||W1m| | er“Wl'Tk| IWI1R||WITR| I I7R|| IIRI || Wurk“W(’mI IWWRHWURI |Wlm|
L& t o f t o f (. t o 1
A 4 A | 4 A
— — | — —
4 4 4 :
Order-Based Order-Based Order-Based
Ly X| Transformer l | Transformer ‘ ‘ Transformer ‘ Embedding Tablel |Embe dding Table || Transformer | | Transformer | IEmbe dding Table

L) L) L) | L
|
|

N UL Y,
Y | Y
Target node Source nodes | Source nodes Target node

|
I
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HeterMPC: Node Initialization

e Each utterance is encoded
individually by stacked

Transformer encoder layers ™

4

4

Transformer

——» :Addressed-by ) : Product} l

(a) Update of an utterance node

(b) Update of an interlocutor node

p\ : Interlocutor @ : Interlocutor node — : Replied-by »: Speak
— : Utterance sequence ¢ : Utterance node _ __, :Reply , 1 Spoken-by _ _ _, : Address @ :Add S,
-
I AR
h\ | D
r.é,._l e S e i = ﬂgﬁ
|
r‘ W«rr wvr I’{W;JIITM R W':Srd b‘| r| W/: | W e ”uﬂw h| I :;’r ) |W‘”T ||W"“ i"‘|Wqu Zis:“ h
[ I T ? 1
0 K K | K K W' 0
|W1$m| |WHRHWHRI | lm“W(7k| IWnR || Wllkl I nRH IIR | |Wuk|| tIRI Wlm“ tml |WII'R|
L& t o f t 1 | t o 1
A A A | 4 A
— —— L | — —
4 4 : 4
Order-Based Order-Based Order-Based
Ly Xl Transformer ‘ Transformer ‘ ‘ Transformer Embedding Table I Embedding Table || Transformer I Transformer Embedding Table
¥ LY Ly | LY L)
|
|
AN J
Y | Y
Target node Source nodes | Source nodes Target node
|
I
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HeterMPC: Node Initialization

e Each utterance is encoded
individually by stacked

Transformer encoder layers ™

Q

e Each interlocutor is directly
represented by looking up
a position-based
interlocutor embedding
table

4 ¢
Transformer l
p\ : Interlocutor @ : Interlocutor node — : Replied-by »: Speak ——» 1 Addressed-by ) : Product
— Utterance sequence ¢ : Utterance node __ _, :Reply , 1 Spoken-by _ _ _, : Address @ :Add S,
| FFNmr
N e 6 | B
7 o e o o 7 2 e
[ ] 1 | [ I
[ # | [ | ] (75 IIW ||W||W||W||W|'|W e ) [ IIW A
L T T_ _t [
A A A | 4 A
— —— L | — —
* * * Order-Based Order-Based : * * Order-Based
Ly X| Trans:ormer l ‘ Transformer ‘ ‘ Trans:orm ‘ Embedding Tablel I Embedding Tablel :l Trans:ormer | I Trans:orrner | | Embedding T able|
|
C T J
Y | Y
Target node Source nodes Source nodes Target node

\ (a) Update of an utterance no

de

|
: (b) Update of an interlocutor no

de

43



HeterMPC: Node Updating

Introduce parameters to

4

4

Transformer

l

(a) Update of an utterance node (b) Update of an interlocutor node

p\ : Interlocutor @ : Interlocutor node — : Replied-by »: Speak ——» 1 Addressed-by ) : Product
o N — : Utterance sequence ¢ : Utterance node _ __, :Reply , 1 Spoken-by _ _ _, : Address @ :Add S,
model heterogenelty Via -
: AR
= 8 i r’é"w N
|
gL | 7 7 O A 2 | o
[ I t T T 1
K K 4 | K I 0
|W1(;R| |WURHWHRI | lTR“W(7R| | Wi || WIIRl I IIRH VVI!I‘R | |Wuk|| tIRI u/lAIRH IIRI |WI§'R|
L& t o f t 1 | t o 1
A 4 A | 4 A
— | — —
4 : 4
Order-Based Order-Based Order-Based
Ly X| Transformer ‘ Transformer ‘ ‘ Transformer Embedding Table I Embedding Table || Transformer I Transformer Embedding Table
) L3 L) | L) L)
|
|
N AN J
Y | Y
Target node Source nodes | Source nodes Target node
|
I
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Ziniu Hu, et al. Heterogeneous Graph Transformer. WWW 2020.



HeterMPC: Node Updating

Introduce parameters to
model heterogeneity via

* attention weights

l
= h W i + br(s)’

l
= hiW 3, + b7,

[Le
=kl(8)WATT l(t)T s,t
Vd

w'(s,e,t)

4

4

Transformer

: Interlocutor

@ : Interlocutor node — : Replied-by

»: Speak

——» :Addressed-by ) : Productw l

: Utterance sequence ¢ : Utterance node _ __, :Reply , 1 Spoken-by _ _ _, : Address @ :Add D
|FFNurs -
: [
L, X | % N
ATT 77 ATT MSG T SG AIT MSG MSG
...r{ W [ W |W,M|r| Wi | ot | | P ) |WJ A |Wa;37 HW"":'”(““h"'
A L) [ Y A A
I 0 N 1‘ L) T i T T D I
1 | Il
K Vv I' K Vv X K Vv 0
| }Vlgk l | i H W I | lTR “ Wi | | Wi Wi | I n/l;\k I IIR | Wom | UTR I UTR H Wi I | WI%‘R |
L & — 1 — f T_’_T = — 1
A 4 | 4 ‘
— — |—' | — —
4 A : A A
Order-Based Order-Based Order-Based
Ly Xl Transformer ‘ Transformer ‘ ‘ Transformer Embedding Table I Embedding Table | | Transformer I Transformer Embedding Table
) L3 L) | L) L)
|
|
N U J
e | Y
Target node Source nodes | Source nodes Target node
|
I

(a) Update of an utterance node

Ziniu Hu, et al. Heterogeneous Graph Transformer. WWW 2020.

(b) Update of an interlocutor node
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HeterMPC: Node Updating

Introduce parameters to
model heterogeneity via

* attention weights
* message passing

v'(s) =

v'(s) = o' (s) WY,

l Vv
hiW () + by,

Ziniu Hu, et al.

L X

4 4
|
R : Interlocutor @ : Interlocutor node — : Replied-by »: Speak ——» 1 Addressed-by ) : Product
— : Utterance sequence ¢ : Utterance node _ __, :Reply , : Spoken-by _ _ _, : Address @ :Add D
-
I AR
- /_’é)‘_! V_’é)‘_\ t—'é"—\ F’é"—\ | r’é‘—\ /_’é)‘_! -
|
T 1 G MSG
r{ W [ |ﬂw,p,“, R |Wp,dh|r| Wi |[-‘num,,n ... | |W“;],T ||Wd’d,‘“ |-»‘
[ f t t \ 1 [ f 1
1
K Vv I' K Vv X k 0
| ng l | i H W l | lTR “ Wi | I W/m Wi | I m?k I IIR | | Wom ’ lIR I UTR H Wl“m I | Wl(i'n |
L)
L T | S | | , ® T T
A 4 A | 4 A
— — | — —
4 : A 4
Ly Xl Transformer ‘ Transformer ‘ ‘ Transformer ‘ | Err?bredstrm?;s'reaile I Emobr::i;:sf:ble || Transformer I Transformer En?bfn;.ngn:s'l?:ble
) L3 L) | L) L)
|
|
N AN J
Y | Y
Target node Source nodes | Source nodes Target node
|
I

(a) Update of an utterance node

Heterogeneous Graph Transformer. WWW 2020.

(b) Update of an interlocutor node
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HeterMPC: Node Updating

4 4

I n t ro d u C e p a ra ete rS to R : Interlocutor @ : Interlocutor node — : Replied-by »: Speak ——» 1 Addressed-by ) : Product
% : Utterance sequence ¢ : Utterance node _ __, :Reply , : Spoken-by _ _ _, : Address @ :Add

model heterogeneity via o] ; [rove]
x| | © i b v

° ° TJTT W.IlISG lW,ﬂ‘T ) W.\l;(; WI47T W’:I(G ”/,lf; Wrm;; W”IT W.\lSIG .‘I”T A\.ISG
{ Wrzpb H reply |H replied-by | ng'phed—b;| | speak speak | " addvessed-by | m«m-by| | spoken-by | spoken—h,\l' |W addrecx||u/addre_&c|'
* attention weights R e S e N
7 U7 7 | 7 7 | 7 (7 (7 | A 7 | 7 7 A
* message passing .
L4 X| Transformer ‘ Transformer ‘ ‘ Transformer ‘ |Err?bred§(r1|r?;s'reaile |Emobr:¢;-iggs1?:ble : Transformer I Trans:omler En?bfn%?\é?£le
) L3 L) | L) L)

|

* information aggregation N g S B
Target node Source nodes : Source nodes Target node
I
I

(a) Update of an utterance node (b) Update of an interlocutor node

hl = Z softmax(w'(s, e, t))7'(s),
hi*' = FFN.«(ht) + hi,

44
Ziniu Hu, et al. Heterogeneous Graph Transformer. WWW 2020.



HeterMPC: Node Updating

*
—-Transformer l
I n t ro d u C e p a ra I I I ete rS to p\ : Interlocutor @ : Interlocutor node — : Replied-by »: Speak ——» 1 Addressed-by ) : Product
: Utterance sequence ¢ : Utterance node _ __, :Reply , 1 Spoken-by _ _ _, : Address @ :Add @*

model heterogeneity via ;

L X & | & b
. . WA ﬂ'm;;z,m | ] T | N ) A
® tt t g ht f x x ) T f - g T - - g x ‘ 1
attention weights AN A 08| A 0A | A DA | IA DA fA DA | rA A A
I;TR UTR UTR UTR UTR ITR ITR ITR ITR UTR UTR UIR UTR ITR
e S S a g e p a S S I g Ly X T ] . . Order-Based Order-Based : * * Order-Based
1 | ransformer l ‘ Transformer ‘ ‘ Transformer ‘ | Embedding Table l I Embedding Table | || Transformer | I Transformer | | Embedding Table |
) L3 L) | L) L)
[ ] L ] L] I
* information aggregation \ y i g )
Target node Source nodes : Source nodes Target node
I
1

(a) Update of an utterance node (b) Update of an interlocutor node

* Specifically, the context information in an utterance node is shared
with other tokens in this utterance through another layer of intra-
utterance Transformer encoding

44
Ziniu Hu, et al. Heterogeneous Graph Transformer. WWW 2020.



HeterMPC: Decoder

e Standard implementation of Transformer decoder
* A cross-attention operation over the node
representations of the graph encoder output is

performed to incorporate graph information

Node
Representations

Output
Probabilities

s N

Add & Norm

Feed Forward

Add & Norm

Cross Attention

{ Graph Encoder ]

Add & Norm

Masked
Self Attention

f

Input: Context

Output: Response

L3 X

45



MADNet for MPC Generation
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An MPC instance with a few
addressee labels (@) missing

Nodes without direct connections cannot
exchange information between each
other through one-hop message passing

———— ———

—_———_—— e —————

: Interlocutor

: Utterance

: Reply + Replied-by

: Speak + Spoken-by

: Address + Addressed-byj

_____

The graphical information flow
and fragments established in
HeterMPC (Gu et al., 2022)

55% addressee labels missing in
Ouchi and Tsuboi (2016)
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MADNet: Fully-Connected Graph

Design four additional types of latent edges {latent-reply, latent-replied-
by, latent-address, latent-addressed-by} to build a consecutively
connected conversation graph

: Interlocutor
: Utterance
<> : Reply + Replied-by
: Speak + Spoken-by
: Address + Addressed-by
: Latent-reply + Latent-replied-by
(<> Latent-address + Latent-addressed-by}

R, | e__*

;_________J

(a) Nlustration of edges for utterances (b) lllustration of edges for utterances
with addressee labels, e.g., U, without addressee labels, e.g., U;

Jia-Chen Gu, et al. MADNet: Maximizing Addressee Deduction Expectation for Multi-Party Conversation Generation. EMNLP 2023.



MADNet: EM for Addressee Deduction

* Initialized with PLMs followed by domain adaptation based on the
fully-connected graph, since better initialization of addressee labels
helps converge to optimal model parameters

Domain

Pretrained . EM-Trained
Adaptation

| N

* E steps consider the addressee as a discrete latent variable and
iteratively generate silver addressee labels

* M steps selects the one with the highest probability from the
addressee distribution and optimize the generative model

49



E Steps

Addressee Deduction
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* |teratively generate silver addressee labels by considering the addressee as a discrete latent variable

* The latent addressee distribution is estimated by applying Bayes' rule as:

P(r|Gu,»u,, c; 0)

1—1

k

P(Gy,»u;le,r;0) =

P(TlGUi_)Uk, C, 9)
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M Steps

Addressee Deduction
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» Selects the addressee with the highest probability and optimize the generative dialogue model

(GUi—)Uj|c7r;0)? J<t

argmax P
Uj

0, =

e Select the addressee

c;0)

Ui—)Uj

* The maximization step is approximated as log P(r,G
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Setup

* Dataset: two Ubuntu IRC benchmarks where addressee labels for
v'part of history utterances were missing (Ouchi and Tsuboi, 2016)
v all history utterances were complete (Hu et al., 2019)

* Baselines
v'Non-graph-based: RNN-based Seq2Seq, Transformer, GPT-2, BERT and BART
v'Graph-based: GSN

* Metrics
v'Automated: BLEU-1 to BLEU-4, METEOR and ROUGE,
v'"Human: relevance, fluency and informativeness



Results

 Evaluation on Ouchi and Tsuboi (2016)

Models Vietrics BLEU-1 BLEU-2 BLEU-3 BLEU-4 METEOR ROUGE[,

GSN (Hu et al., 2019) 6.32 2.28 1.10 0.61 3.27 7.39

GPT-2 (Radford et al., 2019) 9.12 3.40 1.93 1.39 3.28 8.92

BART (Lewis et al., 2020) 11.13 3.95 2.11 1.44 4.45 10.20
HeterMPC (Gu et al., 2022) 11.40 4.29 243 1.74 4.57 10.44
MADNet 11.82F 458" 2,65 191 490t 10.74
MADNet w/o. EM for addressee deduction 11.62 448 2.59 1.88 4.80 10.63
MADNet w/o. latent-reply and latent-replied-by 11.76 443 2.47 1.74 4.83 10.67

MADNet w/o. latent-address and latent-addressed-by 11.54 4.44 2.57 1.87 4.72 10.52

Metrics S
Models core
Human 2.09
GSN (Hu et al., 2019) 1.20
BART (Lewis et al., 2020) 1.54
HeterMPC (Gu et al., 2022) 1.62
MADNet 1.79

e Evaluation on Hu et al., (2019)

Models Vietrics BLEU-1 BLEU-2 BLEU-3 BLEU-4 METEOR ROUGE/,

GSN (Hu et al., 2019) 1023 3.57 1.70 0.97 4.10 9.91
GPT-2 (Radford et al., 2019) 1037  3.60 1.66 0.93 4.01 9.53
BART (Lewis et al., 2020) 1125  4.02 1.78 0.95 4.46 9.90
HeterMPC (Gu et al., 2022) 1226  4.80 242 1.49 4.94 11.20
MADNet 12737 512f  2.64  1.63 5317 11.74f
MADNet w/o. latent-reply and latent-replied-by 1254 491 2.53 1.59 5.20 11.60

MADNet w/o. latent-address and latent-addressed-by  12.45 4.92 2.52 1.55 5.18 11.60
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Analysis

13

121
— 111

—
M 10

1 2 3 4
Number of iterations (L>)

Performance was significantly
improved with more node
iterations at the beginning.
Then, the performance was
stable and dropped slightly

1 2 3
Iterations

Performance was improved
with more EM iterations.
Then, the performance was
stable
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Accuracy of Addressee Deduction

Comparing methods: M Accuracy BLEU-4 METEOR ROUGE;,
o
HeterMPC HeterMPC i 133 503 1135

* HeterMPC,,,4: each utterance whose HeteeMPC,y 374 129 494 1123
HeterMPC e 44.8 1.32 4.96 11.32
addressee label was masked was MADNet 501 151 517 1165
) . MADNet,,qc 100.0 1.63 5.31 11.74
randomly assigned a previous

utterance as its reply-to utterance

* HeterMPC,..: assigned its preceding v The

utterance as its reply-to utterance the
e MADNet performance of MPC generation
- MADNet with the oracle addressee ¥ Sgrlously

labels might even performance
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Case Study

* Other system can only generate generic
responses such as “i m not sure ..”

* For MADNet, the missing addressee label of the
fourth utterance was deduced as 1.3

* Given the deduced addressee label, the message
of “phased update” in the third utterance can be
passed to the fourth utterance

Speaker

Utterance

I.1

perhaps but not everyone uses that

Addressee

1.2

1 11 ask him for his history log 1
think

I3

for people who do n t the
phased update percentages are n t
considered ok 0

I.1

I.1

true

1.3 (Deduced)

I3

1 first thought it might be related
to https launchpad net ubuntu
source unity scopes api 0 6 19 15
(Human)

1 do n t know how to do that but

i m not sure what you want to do
with the (GSN)

1 m not sure if you can get a silo
for that but i m not aware of any
other (BART)

1 m not sure if you can get that
to work for you but i think it s a
good (HeterMPC)

1 think it s a bit of a corner case for
people who do n t have the phased
update (MADNet)

I.1
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Challenge (1): Scarcity of addressee labels

Reduce the heavy dependency on the necessary addressee labels

Us R Iy (@Iz oi you re utc 2 wow very soon now )4— A
R @1 or teal i do n tthink the delimiter will change i m thinking more

U, I3 of the leading image theme o
@? thomi noooo A

Us R I2 [ J | A
@Ils yeah and being consistent with what is an issue in unity8 a

Uy R l4 good bunch of code have the closing parenthesis 2

Us R I (@? thomi anything else on the pdf mp L_—A

Us R I [@Iz sorry did you hve an updated version what a warm welcome J— R

U, R Iy [@? nothing else after i sent you that link ]—

(a) An MPC instance with a few addressee labels (@) missing

Addressees of 55% of the
utterances in the Ubuntu dataset
are not specified

Fail to build a consecutively
connected conversation graph,
but only a few separate
conversation fragments instead
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Challenge (2): ChatMPC Solver

Is ChatGPT a Good Multi-Party Conversation Solver?

& Can you solve multi-party conversation Instruction:

tasks? You have been presented with a sequence of multi-party conversational
turns, organized in chronological order. Please evaluate the emotions
of each utterances in the dialogue using the following 7 labels: {'fear’,
'neutral’, joy', 'disgust', 'anger', 'sadness', 'surprise'}. The output
I do not have built-in mechanisms to keep Jormat must be: #{num} -- {speaker}: {utterance} // {emotion}

track Of individual p arti Cip ants in a Use temperature=0, minimize unnecessary words to not get confused.
9 2l 9 .
conversation. Therefore, it's important to @
S~—

Human

Input:
explicitly mention the name or identifier o #0?_ AlL: Push, push!
the participant you are addressing when| ChatGPT #1 -- Ross: We're here!
providing instructions or asking questions. #2 -- Carol: Where have you been?

#3 -- Ross: Long story, honey.
#4 -- Dr. Franzblau: All right, Carol, I need you to keep pushing. I need

ChatGPTIS performance On IVIPC — Excuse me, could I have this?

Response:

taSkS Ieaves mUCh to be deSirEd’ #0 -- All: Push, push! // neutral

#1 -- Ross: We're here! / joy

: 1 #2 -- Carol: Where have you been? // neutral
Wh I ISt G PT_4 S resu ItS po rtend a #3 -- Ross: Long story, honey. // neutral
#4 -- Dr. Franzblau: All right, Carol, I need you to keep pushing. I need
p ro m i S i n g fu t u re — Excuse me, could I have this? // neutral
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Challenge (3): Multi-modal MPC

Incorporate the face and speech interactions in conversations
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Challenge (4): Virtual agent simulacra

Instantiate generative agents and empower multi-party interactions to
simulate believable human behavior, e.g., collaborate, debate, and evolve

Joining for coffee at a cafe

Environment
Virtual Env.
> Taking a walk
e park T [Abigail]: Hey Klaus, mind if
Apps. Exiii:]¥°§°§°:t°2§f?e§bigm, E
Memory
Interaction .
User Profile
Tool Usage
Rules - £y
< Finishing a 5
morning routine &
APlIs
MPC in a Multi-Agent Perspective
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Open Questions

 Still don’t know yet how to better model the core issues of interlocutor and conversation
structure

 How to make use of the complicated and complementary interactions between
interlocutors and utterances for universal MPC understanding

 Why performance drops significantly when its comes to topic transition and long context

 How to design communitive agents: multimodal environment interaction, multi-agent

collaboration /,.-‘,-%.\\

\EL
* Lack of high-quality MPC datasets l( \aQY\Y\ “)|
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Thanks! Q&A

Homepage: https://JasonForloy.github.io
Contact: gujc@ucla.edu
Github: https://github.com/JasonForJoy



